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tional curves which extremize the mean square 
flux are orbits, thus showing that the principle 
is fundamentally related to the invariant sets of 
the dynamical system, a property which would 
seem essential for a natural generalization of 
action-angle coordinates. It is this new principle 
which we develop further in the present paper, 
introducing a parametric representation which 
allows questions of conjugacy and time-reversal 
invariance to be investigated, and presenting 
numerical results from its implementation for 
the standard map. 

The numerical results reveal the existence of 
several fundamentally different classes of solu- 
tions. This paper does not give a complete cat- 
alogue of possible solutions, but rather explores 
a few special cases with a view to achieving an 
initial classification of classes of solutions on the 
basis of their symmetry under time and parity 
reversal. We also seek to establish whether some 
of the one-dimensional maps in the theory can 
be assumed to be invertible, and find in general 
that they cannot. 

In section 2 we develop the properties of area- 
preserving twist maps whose generating func- 
tions have time reversal and parity symmetries, 
generalizing work of MacKay [ 18 ], and also 
present a new discussion of discrete translation 
invariance and discrete Galilean transforma- 
tion invariance in periodic systems. The stan- 
dard map is an example of a dynamical system 
possessing these symmetries. 

As in action-angle theory there is a lower di- 
mensional dynamics associated with the approx- 
imately invariant curves. In the case of area pre- 
serving maps the associated dynamics is one di- 
mensional, and in the case of periodic area pre- 
serving maps the one-dimensional dynamics is 
defined on a circle. In section 3 we review the 
properties of one-dimensional dynamics on a cir- 
cle, which we will use to generate the approx- 
imately invariant curves of the area-preserving 
map. In particular, a representation in terms of 
a semiconjugacy to a circle map is introduced 
which will allow generalization of the formula- 

tion of Meiss and Dewar [17] to the case where 
rotational circles are not graphs over x. Also, 
a special parametric representation is defined 
which allows reversibility to be made manifest. 

In section 4 we show how a circle map defines 
a rotational circle C and its image C* - T ( C )  

in the two-dimensional cylindrical phase space 
of the area-preserving map T, and in section 5 
we define the quadratic flux ~02 and the area A. 
We show that q~2 is invariant under time and 
parity reversal provided that the circle map is 
also reversed, thus showing that extremizing cir- 
cle maps are either reversible or occur in pairs re- 
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The possibility of having the linear term a x  

in eq. (2.13) must be admitted because actions 
differing by a constant (in this case, a n m )  give 
the same variational equations. The terms A (.) 
in eq. (2.13) can be removed without affecting 
the Lagrangian dynamics by a transformation 
of the typeeq.  (2.7) witht7 = 1, K = 0, but 
the term a x  cannot be. Thus a parametrizes a 
one-parameter family of fundamentally distinct 
systems. In the special case a = 0 we speg0.40 Tc0 Tw(we )w.56 0 TD1 1 1 rg/FTc612relr, 2.7) distinct removed without affecting Lagrangian 

b u ( o n e - p a r a m e t e 7 2  5 w o r k 9 2  0  T D  1  2 6 . 6 4  0  T D  1  1  1  r 4  T c  0  T w  ( t h u c h ,  )  3 6 . 2 4 . 8 8  T m  1  1  1  r g  0 . 6 t  )  T j  1  0  0  1  6 0 . 4 w  ( =  )  4 0 1  1  1  r g  0 . 6 6  T c  0  T w 3  T w  ( r e m o v e d  )  T j  3 4 . 8 0  0  T D  1  1  1  r g  0 . 3 T j  5 5 . 4 4  0  T D  1  1   6 8 . 6 4  0 9 4 T j  2 6 . 6 4  0  T D  1  1  1  r t  d i s t i n c t w  ( L a g r a n g i j  3 8 . 1 6  0  . 9 2  0  T D  1  1  1  r g  0 . 6 j  5 5 . 4 4  0  T D o f  e  )  T j w  ( =  )  4 D  1  1  1  r g  0 . 5 7  T c  0  t w  ( L a g r a n g i a r  )  T j  1 3 . 9 2  0  T D  1  1  1  r g  0 . 6 0 0  T w  ( s p e c i a l l l T j  1 3 . 9 2 8  0  0  T D  1  1  1  r g  0 . 6 2  T c  0  T w  ( t e 0 0  T w  ( s p e c 2 0  0  T D e x a j  6 8 . 6 4  8 8   2 6 . 6 4  0  T D  1  1  1 1 . 1 1 )  T j  1  0  0  1 m p l )  T j c 9 2  0  T D  1 3 . 8 8  T f  1 . 2 4  T c  0  T w  9 3  T z  ( a n m 2  5 5 . 4 4  0  T 5 6  0  T D  ( s e  1  r g  / F 2  9 . 8 4  T f  0 . 3 5 0 8 1 3 . 8 6 6  T c  0  T w  ( b u t  )  T j  1  0  0 s e c . 8 4  0  T D  1 8  0 2  0  T D  1  1  1  r g  0 . 6 j  )  T j  1  0  0 4 )  )  T j  1 2 . 4 8  0  T D  1  1  1  r g  3 w  ( L a g r a n g i A s l r 4 c ) 5 5  3 3 . 8 8  T f  1 . 2 4  T c  0 3 8  T c  0  T w  ( c a s e  )  T j  1 3 . 4 4  0  T D  1  1  1  g  family 









R.L. Dewar, ,I.D. Meiss /Flux-minimizing curves for reversible area-preserving maps 485 

orbits of the circle map. That is, g2 as a func- 
tion of u has a "Devil's staircase" behaviour. 
Thus it is not advisable to restrict ourselves to 
circle maps conjugate to rigid rotations and we 
must assume in general that p has nonvanishing 
Fourier coefficients in the representation anal- 
ogous to eq. (3.2). One might hope to reduce 
the nonuniqueness of this representation in a 
way useful for numerical purposes by choosing 
X so as to minimize the Fourier spectral width 
of p using, for instance, the "spectral condensa- 
tion" algorithm of Hirshman and Meier [28]. 
One may well be able to reduce the amplitude 
of the low-order Fourier modes of p by a good 
choice of X, but Herman's theorem shows that 
it would be misguided to try to economize on 
the overall number of modes used by removing 
the asymptotic tail of the spectrum of  p using 
conjugacy, since the Fourier spectrum of X in 
general decays slower than that of a. Thus more 
modes would be used to represent X to a given 
accuracy than would be saved from p. 

3.3. Reversibility 

It will turn out that our circle map can in- 
herit the PT-symmetry of T. We define a PT- 
reversible circle map a as one for which 

c~(x) = - a - l ( - x ) ,  (3.8) 

where a - l  is the inverse map (assuming it ex- 
ists). Since this reversibility condition is pre- 
served under conjugation provided X is an odd 
function, we can extend the definition to the case 
where X is not monotonic by redefining PT- 
reversibility of  the one-dimensional dynamics to 
be the condition 

odd X, to a rigid rotation is reversible. We shall 
always consider X to be odd so that the 0- and x- 
dynamics have the same symmetry properties. 

Although eq. (3.8) is strictly meaningless 
when X is not a homeomorphism, we can inter- 
pret PT-reversibility geometrically as a reflec- 
tion symmetry of the curve eq. (3.5) about the 
diagonal lines x* + x = k, with k any integer 
(see figs. 2 and 4). 

The representation eq. (3.2) has the drawback 
that there is no simple relationship between the 
Fourier series of the map and that of its inverse, 
except that their constant parts g2 are equal in 
magnitude and opposite in sign (see eq. (A.2)). 
Thus there is no simple way to characterize PT- 
reversibility, eq. (3.8), in this 
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The parametrization of C and C* is so far ar- 
bitrary. We use a representation based on eq. 
(3.3), setting 0 = r/ for x_ and 0 = p(r/) for 
x+ so that 

x - ( n )  = x ( n ) ,  

x+ (rt) = Xop(rl) .  (4.2) 

has a corresponding point sharing the same ver- 
tical tangent. 

Using eqs. (2.1), (4.1) and (4.2) in eq. (4.3) 
gives Yi explicitly in terms of the generating 
function F: 

Y+ (0) = F2(Xop -~ (O),X(O)) ,  (4.4) 

This parametrization treats x_ (q) differently 
from x+ (r/), so that it is not manifestly symmet- 
ric with respect to time reversal. An alternative, 
time-symmetric parametrization is developed 
in appendices B and C. 

The parametric specification of C and C* in 
terms of r/is inconvenient for purposes of com- 
paring the two curves because a given value of r/ 
corresponds to different values of x on the two 
curves. To rectify this we introduce an alterna- 
tive parametric description with a common x = 
X(O) andwi thy  = Y_(O) o n C a n d y  = Y+(O) 
on C*, with 

Y_(O) - y_(O), 

Y+ (0) -_- y+ op-1 (0) ,  (4.3) 

(see fig. 1 ). Note that 11+ (0) is single valued 
only if p is monotone, which we shall assume in 
this section to be the case. If  p is monotone, the 
only allowed turning points of x in this repre- 
sentation come from possible turning points of 
X (0). That is, if one of the curves has a point 
where its tangent is vertical, then the other also 

F-  
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Fig. 1. Phase  plane o f  area preserving m a p  T, showing 
rotat ional  curve C and  its image C* = T(C) with the 
O-parametr izat ion o f  a poin t  z = (x,y) and  its image 
z* = (x*,y*). 

and 

Y_ (0)  = - E l  ( X  ( O ) , X  op(O) ). (4.5) 

The 

1 

A--- f 11_ (0) X'(O) dO 

0 
1 

= f Y-  ( ~1) x% ( tl ) dtl, 
0 

(4.6) 

and similarly for the area A* under C*, with - 
replaced by - and for under 

by area under under under 

1 

el - f A Y ( O )  H(AY) X'(O) dO, 
0 

(4.7) 

where H is the Heaviside step function and 

AY(O) -= Y+(O) - Y_(O) (4.8) 

is the (signed) vertical distance between C* and 
C at x = 
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we assume that X is an odd function. We shall 
also assume, for the purposes of discussing T- 
reversibility, that p is invertible. 

If F obeys the T-reversibility condition eq. 
(2.10 ), then the transformation 

p(O) ~ p-~ (0) (5.3) 

introduces terms involving Q into AY, which 
however cancel by eqs. (4.4) and (4.5). Thus the 
transformation leaves ~02 invariant. Similarly, if 
F is P-symmetric, eq. (2.11 ) implies that fP2 is 
invariant under the transformation 

p(O) ~ - p ( - O ) .  (5.4) 

solutions p obeying the one-dimensional PT- 
reversibility condition eq. (3.9). It is also possi- 
ble that this symmetry is spontaneously broken 
and stationary solutions with the same rotation 
number as the reversible solution occur in pairs 
related by eq. (5.5). We shall show later both 
numerically and by explicit construction that 
this is indeed typically what happens, and that 
the PT-symmetry breaking solutions have lower 

(P2. 

6. Euler-Lagrange equations 

6. I. First variation of  q~2 

Given a solution which makes ~02 stationary, 
these symmetry operations allow us to generate 
new solutions, in general distinct from the orig- 
inal one because the operations eq. (5.3) and 
eq. (5.4) change the sign of  the rotation num- 
ber. However, in the case u = 0, a transforma- 
tion reversing the sign of u does not necessarily 
generate a new solution and thus when u 

To vary X and p in eq. (5.2) observe that 
~[p ' (O)X'op(O)]  = d~[Xop(O)]/dO.  Inte- 
grating this term by parts (noting that the vari- 
ations at the endpoints 0 and 1 are equal, by 
periodicity) we find that the FI1 and F22 terms 
cancel, leaving 

1 

(~(f12 = / FI2(X, Xop)AY 
0 

op [p'X' op 6X  - X'~ (Xop)  ] dO 

1 

+ / F 1 2 ( X ° p , 9   T w  ( ( X o p )  )  T j  3 0 . 9 6  0  T D  1  1  1  r g  0  T p )  op X'~O8 rg-0.55 Tc0 Tw6X 7X' X' '  [' op 
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and O~ - p(O<) all lie in the interval [-½, ½]. 
Our method of generalizing tpl and ~02 to non- 
monotonic p is to make the change of variable 
O* = p(O) so that eq. (4.4) now defines a 
unique function y+op(O) =- Y~_(O*) for 0 E 

< >  * [-½,0<],Y+°p(O)-- Y+ ( 0 ) f o r 0 E  [0<,0>] 
and y+op(O) :_ Y~_(O*) for0  E [0>,-½].  Note 
that eq. (4.5) shows that Y_(O*) is a single 
valued function. 

To evaluate the flux we will need to consider 
integrals which have the general form 

1/2 

I = / f (Ayop(O),p(O))p ' (O)dO,  (6.12) 
t /  

-1/2 

where the dependence on the second argument 
o f f  is such that there is no ambiguity if we trans- 
form back to the 0* variable. On the other hand, 
we know that AY(0*) =- Y+(O*) - Y_(O*) has 
three branches on the interval 0* E [0~,0;] .  
However, we can transform back to 0* uniquely 
by subdividing the region of integration into the 
subintervals 0 6 [  Tc0 Tw(6 )  Tj 13.20 0.48 Tcs]0.32 Tc0 Tw(the )  Tj 16.801 1 1 rg0 Tc0 Tw(0 )  Tj 11.28 0 TD1 1 1 rg60.24 Tc06 form the back the region that  0* o*),O *) 

(6.13) 

that is, the overlapping branches contribute ad- 
ditively, but the retrograde branch contributes 
with negative sign. 

This result may be used to show that the first 
flux moment ~01 remains the expected area be- 

tween C and C*, but we use it here to generalize 
the Euler-Lagrange equation to the case of non- 
invertible p (the anticausal case can be treated 
similarly). We use eq. (6.2), assuming that the 
conjugacy function X is monotonic in the re- 
gion of interest, and is held fixed so that only 
~p contributes. Changing variables so that the 
argument o f ~ p  is 0", using eq. (6.13), we find 
the modified Euler-Lagrange equation for un- 
constrained variation of ~ p 

Arop(O*) 

= AY<(0 *) + AY>(0 *) -AY<>(0*) ,  (6.14) 

which applies on the interval 0* E [0~, 0~ ]. Pro- 
vided [0~,0;]  c_ [0<,0>] we can identify AY 
on the left hand side as AY <> everywhere in the 
interval. 

7. Single mode minimization 

Specializing now to the case of the standard 
map eq. (2.24) we show in this section that it 
is possible to 





494 R.L. Dewar, J.D. Meiss / Flux-minimizing curves for reversible area-preserving maps 

8. Multimode minimization 

In order to treat more general trial functions 
for the circle map than that used in section 7 it is 
necessary to resort to numerical minimization. 
For maximum flexibility our algorithm includes 
an arbitrary number of sine and cosine modes in 
the conjugacy function X as well as an arbitrary 
number in the rotation map p, which is repre- 
sented in a manner analogous to eq. (3.2). That 
is, we expand X and p in finite basis sets 

N 

X(O) = 0 + ~-~xnu~(O) 
n=l 

(8.1) 

and 

M 

p(O) = 0 -k- E PmVm(O), 
rn=0 

(8.2) 

where the {ui (0) } and {vi (0) } are Fourier bases 
chosen from the sets {sin j0} and {cos j0}. The 
trial variation is found, by su0by {cos �) and �) 50} {cos 







R.L. Dewar, ,I.D. Meiss /Flux-minimizing curves for reversible area-preserving maps 497 

1 

k 2 k fco(x)Zcos2 xdx + 0 ( 0 ) 3 )  ' ~O2 16Z~ 2 2 
0 

(9.5) 

V replaced by e V, e being our formal expansion 
parameter. Then AY, eq. (4.8), is of  the form 

A Y  (O) = - L , X  (O) - e V ' o X  (O), (9.6) 

from which we see that co's with support on 
[0, ¼] U [3, 1] decrease (02, while co's with sup- 
port on 

with L ,  a linear difference operator defined by 

L , X ( O )  - Y(O + u ) - 2 X ( O )  + X ( 0 - u ) , ( 9 . 7 )  

where we have assumed that the class of  solu- 
tions we seek is those which are conjugate to the 
rigid rotation p = R~. Taking u = re~n, m and 
n being mutually prime integers, observe that 
eq. (6.4) implies that AY(O ) is periodic with pe- 
riod 1/n. That is, 

A Y  (O) = - U  (O, e ) /2n,  (9.8) 

where U (0, e ) is a 1/n-periodic function in 0, 

U(O,e) = ~ Uln(e) = ) is = ) = 
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